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Abstract:

Predicting crop yield productivity is crucial for farmers and the agricultural sector to gain insights
into crop productivity and returns. With advancements in technology and artificial intelligence,
predicting crop yield using machine learning algorithms has become an important innovation. This
study aimed to predict crop yield productivity using various machine learning algorithms and
techniques. The dataset was sourced from Kaggle, preprocessed, and analyzed using linear algorithms
such as Linear Regression, LASSO, and Ridge, as well as non-linear algorithms including SVR, KNN
Regressor, and Polynomial Regression. Mean Squared Error (MSE) was computed to evaluate
algorithms performance. Comparing the efficacy of linear versus non-linear algorithms on the dataset
revealed that non-linear algorithms outperformed linear ones, indicating that the dataset's non-linear
nature. Therefore, non-linear machine learning algorithms like SVR, KNN Regressor, and
Polynomial Regression were recommended for better accuracy. Among these, KNN Regressor
performed the best with an MSE of 0.00025, followed by SVR and Polynomial Regression with MSE
values of 0.00142 and 0.0024, respectively.

Keywords: Crop Yield Productivity; Machine Learning; Regression; SVR; Regression KNN;
LASSO; Ridge; Polynomial Regression.
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1. Introduction:

Predicting crop yield productivity is crucial both from a research and practical standpoints, involving
a complex set of steps aimed at estimating returns and intensifying efforts for sustainable use of
natural resources (Van Klompenburg et al., 2020; Elavarasan & Vincent, 2020; Paudel et al., 2021).
Financially and quantitatively estimating crop productivity is essential for determining appropriate
strategic plans for export policies and imports in the agricultural sector, aiming to increase agricultural
income. Given its significance, technological advancements, particularly artificial intelligence, have
been leveraged, with machine learning algorithms playing a prominent role (Rashid et al., 2021).

Traditional regression poses challenges in handling such complexities, but with the advent of
machine learning, these challenges have been addressed, minimizing their negative impact (Hu et al.,
2023). Machine learning contributes by facilitating predictive operations through establishing
relationships between input variables and outputs, employing methods to learn prediction strategies
based on inputs (Shahhosseini et al., 2021). Predictive techniques using machine learning help form
a clear picture of crop productivity and suggest avenues for improvement to enhance farmers'
profitability (Kumar et al., 2020). Despite the availability of various machine learning algorithms,
determining their superiority requires handling specific datasets to achieve optimal accuracy (Iniyan
etal., 2023). To ensure accurate prediction, high-quality inputs related to factors such as soil, weather,
and others are essential in determining yield (Kheir et al., 2024), highlighting the preference for
machine learning due to its capability to handle complex relationships between crop features and
yield (Morales & Villalobos, 2023).

Previous studies have employed machine learning algorithms for predicting crop yield
productivity, as evidenced by studies such as Abbas et al. (2020), Jhajharia et al. (2023), Hu et al.
(2023), Shafi et al. (2023), and Manjunath & Palayyan (2023). Hence, this study aims to predict crop
yield productivity using six machine learning algorithms, three linear (Linear Regression, LASSO,
Ridge) and three non-linear (SVR, Regression KNN, Polynomial Regression).

2. Previous Studies:
Several previous studies have focused on predicting crop yield productivity using machine learning
algorithms, each employing different methodologies and algorithms.

Abbas et al. (2020) studied potato tuber yield prediction using linear regression, KNN, SVR,
and Elastic Net (EN). The study concluded that SVR outperformed the other algorithms in predicting
potato tuber yield.

Jhajharia et al. (2023) applied various algorithms including Lasso regression, SVM, Gradient
Boosting, LSTM, and Random Forest for predicting random forest crop yield. The study found that
Random Forest performed the best, followed by SVM.

Hu et al. (2023) compared a Bayesian ensemble model (BM) with several machine learning
algorithms such as SVM, Random Forests, and others for yield prediction. The Bayesian ensemble
model was superior to the other algorithms tested in the study.

Shafi et al. (2023) evaluated three machine learning algorithms: Extreme Gradient Boosting
(XGB), Random Forest, and LASSO. The study demonstrated that LASSO achieved the best
performance compared to the other algorithms evaluated.

Manjunath & Palayyan (2023) investigated five machine learning algorithms: Random Forest,
Linear Regression, SVM, Decision Tree, and XGBoost for crop yield prediction. Their study
concluded that a hybrid model combining Decision Tree (DT), Random Forest (RF), and XGBoost
achieved the highest accuracy among the models tested.
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These studies collectively highlight the diverse applications of machine learning algorithms in

predicting crop yield productivity, showcasing the variability in algorithm performance based on the

specific crop and dataset characteristics.

3. Methodology:

3.1 Data:

The study utilized a dataset sourced from Kaggle (https://www.kaggle.com), comprising 2200 rows

distributed across 22 different agricultural crops. The dataset consists of 9 features, including 8 inputs

and one output variable, labeled as "Yilde". The sample characteristics are detailed in Table 1:
Table 1: Dataset Description

Description
Source Kaggle
Shape (2200 rows x 9 Columns)
Input Nitrogen, Phosphorus, Potassium, Temperature, Humidity, pH_Value, Rainfall, Crop
Output Yield
Category Crop = (22)

3.2 Data Preprocessing:

3.2.1 Missing Value Detection:

Missing values in datasets are known to adversely impact model quality and statistical outcomes.
Detecting and handling missing values are crucial for decision-making regarding their treatment. In
this study, missing values (NaN) were checked for in each cell of the dataset, and it was found that
there were no missing values presented.

3.2.2 Outlier Detection:

Outliers are data points that significantly deviate from the expected behavior of the system (Siddiqi
et al., 2023). They are identified using various methods, including Boxplot analysis. Outliers were

detected in the features "Phosphorus"”, "Potassium”, "Temperature", "Humidity", "ph_Value", and
"Rainfall”. These outliers are illustrated in Figure 1.

Futassium

Figure (1): Outliers in Dataset Features
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The outliers in the dataset features were processed by transforming the skewness of the data to achieve
a symmetric distribution. Logarithmic transformation was applied to columns "Phosphorus” and
"Potassium™ to reduce skewness and enhance distribution consistency. Additionally, square root
transformation was utilized for the "Humidity" column, which exhibited leftward skewness. Outliers
in the "Yield" were handled using Interquartile Range (IQR) method, where values exceeding Q3
were compensated with Q3 and values below Q1 were compensated with Q1. This approach ensures
that all dataset values are preserved across all 22 agricultural crops, maintaining data integrity for
consistent prediction processes.
3.3.3 Scaling:
The "Yield" values were scaled using MinMaxScaler to transform them into the range of [0-1]. This
scaling method helps prevent large values from dominating over smaller ones during statistical
modeling of the data, thereby improving performance. The scaling transformation is performed
according to the following equation:

x — min (x) (1)
max(x) — min (x)
After applying this equation, Yield is transformed to be within the range of 0 to 1, where the value 0
represents the minimum for Yield and the value 1 represents the maximum.
3.3.4 Principal Component Analysis (PCA):
PCA is used to reduce dimensions by projecting each data point onto a small number of principal
components that capture the most effective variance (Dash et al., 2023). This results in lower-
dimensional data with maximum possible variance retained. In this study, dimensionality reduction
was achieved using two principal components, ordered according to their contribution in explaining
the data variance.
3.3.5 One-Hot-Encoding:
The categorical feature "Crop", which represents 22 agricultural crops without a specific order, was
encoded into numerical form using One-Hot-Encoding. This transformation handled "Crop" as a
categorical variable by encoding it into a matrix format.
3.3 Train-Test Split:
In machine learning models, datasets are typically split into training and testing sets. It's common
practice to allocate (80%) of the data for training and (20%) for testing (Joseph & Vakayil, 2022). In
this study, the data was divided into training and testing sets with an 80% training and 20% testing
ratio.
3.4 Algorithms:
In this study, six algorithms were utilized, categorized into two sections: linear algorithms, which
include Linear Regression, LASSO, and Ridge; and non-linear algorithms, comprising SVR, KNN
Regressor, and Polynomial Regression.
3.4.1 Linear Regression:
Linear regression is a mathematical approach for examining the relationship between the studied
variables and understanding the expected effects between independent and dependent variables
(Maulud & Abdulazeez, 2020).
3.4.2 Ridge Regression:
Ridge regression is an extension of linear regression, using the same prediction process as ordinary
least squares. Ridge tests parameters (W) to predict training data while fitting an additional constraint
where these parameters are very small, meaning values of W are close to zero (Muller & Guido,
2016).

Scaled (Xy;e1q) =
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3.4.3 LASSO Regression:

LASSO (Least Absolute Shrinkage and Selection Operator) is an alternative to Ridge regression,
constraining parameters to be close to zero but in a slightly different manner. This algorithm zeros
out some coefficients, effectively disregarding certain features entirely to facilitate model
interpretation (Muller & Guido, 2016).

3.4.4 Support Vector Regression (SVR):

SVR operates similarly to Support Vector Machine (SVM) in aiming to minimize errors and
efficiently predicting time series data (Bathla, 2020).

3.4.5 KNN Regressor:

Regression KNN is commonly used for prediction due to its simplicity, calculating the average output
values of the nearest K neighbors (Ongelen & Inkaya, 2023).

3.4.6 Polynomial Regression:

Polynomial regression is utilized to adjust linear regression to handle nonlinear relationships between
variables. It incorporates multiple degrees of variables to better express nonlinear relationships within
data.

4. Results and Discussion:

Six machine learning algorithms were employed to predict the crop yield in this study. Mean Squared
Error (MSE) was calculated to determine the superiority of the suitable algorithm for predicting crop
yield, according to the following equation:

MSE — X — 97 (2)
Where y; represents the actual values of crop yields, y; denotes the predicted values from the model,
and n is the number of points in the testing set. After calculating MSE for each algorithm, the
algorithm with the lowest value is considered superior, indicating that the model predicts more
accurately and closely resembles the actual values.
R? (R-squared) was computed to evaluate the model's performance during training and testing. It
expresses the proportion of the variance in the dependent variable (Yield) that is explained by the
model, and is defined by the following equation:
Yia(i —9)° 3
2?=1(3’i — ¥i)?
Where y; represents the actual values of Yield, y; denotes the predicted values from the model, y; is
the average of the actual Yield values, n is the number of data points in the testing dataset, and R2
(R-squared) ranges between 0 and 1. A value closer to 1 indicates that the model explains the variance
in the actual data more accurately.

Table (2): MSE results for the algorithms used in the study

(MSE) for (MSE) for ~ Training Set Test Set
Training Set Test Set Score (R?) Score (R?)

R?=1-

Linear regression 0.0236 0.0206 0.468 0.4737
Ridge (Alpha: 1000) 0.024 0.0213 0.46 0.457
Lasso (Alpha: 0.1) 0.023 0.0209 0.466 0.465
SVR 0.0013 0.00142 0.97 0.96
KNN Regressor (k=85) 0.0004 0.00025 0.99 0.99
Polynomial Regression (degree=2) 0.00266 0.0024 0.94 0.938
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In this study, six different algorithms were used to predict crop yield, and their performance was
evaluated using two main metrics: Mean Squared Error (MSE) and R-squared (R”2). The goal of this
evaluation was to understand each algorithm's ability to predict yield accurately and interpret the data.
Starting with linear algorithms such as Linear Regression, and other regression techniques like Ridge
and Lasso, these algorithms showed poor performance. They achieved MSE values ranging between
0.02 and 0.03 for both training and test sets. The R-squared values were approximately 0.46-0.47,
indicating a low ability to predict yield and explain variance in the data.

On the other hand, non-linear algorithms such as SVR, KNN Regressor, and Polynomial Regression
demonstrated excellent performance. Comparatively, SVR and KNN Regression achieved very low
MSE values (around 0.001-0.0004) and high R-squared values exceeding 0.95 for both training and
test sets. This suggests their high capability to adapt to the data and provide accurate predictions of
crop yield. The figure 2 illustrates the MSE results for the algorithms used in the study.

Comparison of Regression Algorithm MSE

0.025 A

0.020 A

0.015 ~

0.010 ~

Mean Squared Error (MSE)

0.005 ~

0.000 - T T T T
Linear Regression SVR KNN Ridge Lasso  Polynomial
Algorithm

Figure (2): Comparison of Algorithms Used in the Study
The results illustrate varied performance among the six algorithms used to predict agricultural crop
yield, necessitating a deep understanding of the different methods that handle data and provide
predictions.
4.1 Linear Algorithms and Underfitting:
The linear algorithms used in the study, such as Linear Regression, Ridge, and Lasso, are
characterized by their simplicity in interpreting relationships between variables. While they provide
acceptable results, they may suffer from the phenomenon of underfitting at times. This means they
may not capture the true complexities in the data, especially if the relationship between variables is
non-linear or more complex than can be represented linearly. For instance, if there are non-linear
interactions between environmental variables such as temperature, humidity, and fertilizers, linear
algorithms may not be sufficient to provide accurate predictions, figure 3 shows the MSE results for
the used algorithms.




Predicting Crop Yield Productivity Using Machine Learning

Zeer etal Algorithms: A Comparison of Linear and Non-linear Approaches

Comparison of Regression Algorithm MSE (Linear)
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Figure (3): Comparison of linear Algorithms
4.2 Non-linear Algorithms:
SVR, KNN Regression, and Polynomial Regression: These non-linear algorithms outperformed
linear algorithms in experimental results. Non-linear algorithms are typically more capable of
handling complexities and non-linear relationships in data. For example, SVR uses mathematical
models that allow flexible adaptation to data in various ways based on statistical support, enabling
high accuracy in predictions. On the other hand, KNN Regression relies on a simple idea of averaging
values from nearest neighbors, effectively managing complexities and non-linear patterns.
Polynomial Regression, another technique, offers greater flexibility in representing non-linear
complexities due to its ability to model high-order interactions between variables. By incorporating
higher-order terms, Polynomial Regression can provide accurate models that surpass linear models
in predicting data.
From figure 4, it becomes evident that KNN Regressor achieved the best results, followed by SVR
and then Polynomial Regression, with R? values for training sets being 0.99, 0.97, and 0.94
respectively.

Comparison of Regression Algorithm MSE (Non-Linear)

0.0025

0.0020

0.0015 A

0.0010
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0.0000

T T T
SVR KNN Polynomial
Algorithm

Figure (4): Comparison of MSE for Non-linear Algorithms
Non-linear algorithms demonstrated superiority over linear algorithms in this study due to their
capability to handle non-linear complexities in agricultural data. This highlights the importance of
selecting an appropriate model that fits the nature and complexities of the data to achieve optimal
predictive performance.
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5. Conclusion:

The results obtained from using six different algorithms to predict agricultural crop productivity
showed that non-linear algorithms such as SVR, Regression KNN, and Polynomial Regression
outperformed linear algorithms like Linear Regression, Lasso, and Ridge in delivering better
performance. This superiority stems from their ability to handle complexities and non-linear
relationships between variables, thereby achieving higher accuracy in crop productivity predictions.
Regression KNN emerged with the best results, followed by SVR and then Polynomial Regression,
with R? values for training sets being 0.99, 0.97, and 0.94 respectively.

6. Recommendations:

The study recommends conducting future studies on the same dataset using advanced artificial
intelligence algorithms. Researchers should carefully select algorithms that are suitable for the dataset
used. The study identified underfitting in the use of linear algorithms, which does not imply
preprocessing issues but rather their limited ability to handle the dataset's non-linearity. This
underscores the appropriateness of non-linear algorithms for handling such data.
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