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Abstract: 
Customer churn presents a big challenge in the industry. Businesses have to deal with the problem of 

customers stopping using their products and services due to dissatisfaction, competitive offers, more 

affordable alternatives, or changing needs. Churn can be damaging to businesses since it causes 

revenue loss and higher costs. To address this issue, our research aimed to develop a prediction model 

that helps predict customer churn. We started with getting the data set about telecommunication. Our 

analysis and model development were based on this dataset. Then we did data visualization to gain a 

better understanding of the data through multiple charts. After that, we performed data preparation. 

First, we did data transformation, data cleansing to address missing values and outliers; feature 

selection was done, and finally, in this step, the data set was split into testing and training sets. 

Multiple machine learning algorithms were used for modeling, such as decision trees, random forests, 

logistic regression, support vector machines, Naïve Bayes, and neural networks. Following model 

development, we evaluated the model performance with each algorithm using tune model 

hyperparameters. The decision tree algorithm performed the best with %96.7 accuracy, %96.9 

precision, %99.3 recall, and %98.1 F1-score. These findings showed how effective decision tree 

algorithms are in predicting customer churn. This predictive model will enable telecommunication 

businesses to predict potential churn, make retention strategies, reduce customer churn and increase 

customer retention rates. 

 

Keywords: Customer churn; Machine learning; Tune Model Hypermeters; Accuracy; Precision; 
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 ملخص:
يتعين على الشرررركات التعامل مش مشرررقلة توقلا العملاء إذ  صرررناعة   قطاع الا في ا كبير  ب العملاء تحدي  مثل تسرررر  ي  

عن اسرررررررررتاداا منتماتها وسدماتها اسررررررررربر عدا الرفرررررررررا ئو العرو  المنافسرررررررررة ئو البدا ل الأكثر تكل ة ئو ت ير  
يتسررربر في سسرررارة اتيرايات و  اية    ؛ كونهيمقن ئن يقون للتسررررب تر ير فرررار على الشرررركات وبهذا  احتياجاتهم   
  إذ تمإلى تطو ر نموذج يسررررررراعد في التنب  لتسررررررررب العملاء    الدراسرررررررةلمة هذه القضرررررررية، هدف  لمعاو التكاليف  

ا إلى هذه الممموعة     التحليلتم لناء  و الحصرروع على ممموعة ليانات حوع اصتصرراصت    وتطو ر النموذج اسررتناي 
قاا الباحثون  من الرسررررررروا البيانية  اعد ذل ،    كثيرر للبيانات ل هم ئفضرررررررل للبيانات من سلاع الإجراء تصرررررررو  تم   م  
تم استيار الميزات، وئسير ا،  و تحو ل البيانات وتنظي ها لمعالمة القيم الم قوية والقيم الشرررررراذة؛ و   تحضررررررير البيانات ل

من    ممموعررةتم اسررررررررررررررتاررداا  و في هررذه الاطوة، تم تقسرررررررررررررريم ممموعررة البيررانررات إلى ممموعررات استبررار وترردر ررر   
م الآلي للنمرذجرة، مثرل الأرررررررررررررررمرار القرار، وال راارات العشرررررررررررررروا يرة، واصنحردار اللوجسررررررررررررررتي، و صت سوار ميرات التعل

تقييم ئياء النموذج مش  تم  بعد تطو ر النموذج،  و المتمهات الداعمة، وسوار مية نايف اايز، والشررررربقات العصررررربية   
لل     إجمالية  فضررل ئياء لدقةحقق  سوار مية رررمرة القرار ئإذ كل سوار مية ااسررتاداا فرربل معلمات النموذج  

ئظهرت هذه  و    1 98لل   % F1، ويرجة (3 99%)، واسرررررررررررررترجاع  (9 96%)  للتصرررررررررررررنيف  ، ويقة(7 %96)
سيمقن هذا النموذج التنب ي رركات وبهذا  ب العملاء   النتا ج مدى فعالية سوار ميات رمرة القرار في التنب  لتسر  

ب العملاء و  اية  سرررتراتيميات للاحت اا االعملاء، وتقليل تسرررر  اصتصررراصت من التنب  االتسررررب المحتمل، ووفرررش ا
 معدصت اصحت اا االعملاء 

 
ب العملاء؛ التعلم الآلي؛ فررررربل معلمات النموذج؛ الصرررررحة )الدقة اتجمالية(؛ الضررررربل  تسرررررر  :  الكلمات المفتاحية

 .F1)الدقة(؛ اصسترجاع؛ يرجة 
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1. Introduction 

Nowadays businesses are facing several challenges due to competition and market trends among these 

challenges, one of the major issues for businesses is customer churn or could be known as customer 

attrition, Churn is the process by which clients leave a business and stop using its services or products 

for a variety of reasons, such as dissatisfaction with the service or products, better offers from 

competitors, switch to a more affordable alternative or changing in customer needs, The number of 

customers who come in and go out over a given time period is measured as the churn rate, Customer 

churn is acknowledged as one of the contributing factors that lead to a business's or organization's 

decrease in profitability as well as other financial and social losses (Alwis., 2018). To address this 

challenge businesses have turned to customer relationship management (CRM) a comprehensive 

approach for establishing, maintaining and enhancing relationships with customers, it is widely used 

in a variety of industries, including retail, banking, insurance, and telecommunications. Retaining 

customers is one of the CRM system's primary goals and the most challenging one and, it is 

considered the core of CRM because it is now far more expensive to acquire new clients than it is to 

retain current ones, customer retention is a significant benefit for all businesses and a key tactic for 

ensuring sustained profitability and organizational success, also Effectively managing customer 

churn through CRM strategies is an essential requirement to sustain relationship with customers and 

ensuring customer retention (Vafeiadis, 2015; Seyed et al., 2019). 

 However, the true transformation arises when machine learning methods are seamlessly 

integrated using historical data from CRM systems with machine learning algorithms to develop a 

customer churn prediction model, the development of an efficient customer churn prediction model 

has been gaining attention among academics, businesses, and marketing researchers who are 

collectively focused on identifying the reasons behind customers churn (Umayaparvathi & Iyakutti, 

2016). 

 Significantly, this shift comes with considerable cost advantages, attracting new customers is 

five to six times more expensive than keeping existing ones, also researchers indicate that the 

implementation of a churn predicting model can raise business profit from 25% to 85% when the 

churn rate is reduced by 5%, in conclusion, Churn prediction models when effectively implemented 

can increase a company's profits, reduce costs while ensuring customer retention and its considered 

a key tactic for ensuring sustained profitability and organizational success (Ullah et al., 2019).   

Recognizing the importance of this topic, Customer Churn Prediction System aims to use a data-

driven system that predicts or forecasts which customers are likely to stop using a company's products 

or services in the near future using historical customer data and machine learning algorithms, allowing 

enterprises to take proactive measures to preserve these key connections. 

2. Literature Review    

Churn prediction modeling is important for businesses as it allows them to proactively retain 

customers, minimize revenue loss, and enhance profitability. This section will review previous 

research and studies that have explored this topic: 

 The researchers in Brandusoiu and Toderean (2013) proposes an innovative methodology that 

uses data mining techniques on a dataset of call detail records to estimate customer churn in mobile 

telecommunication industry. This paper compares and evaluates three data mining algorithms: Quick 

Unbiased Efficient Statistical Tree, Chi-squared Automatic interaction Detection Tree (DT), and 

Classification and Regression Tree. By analyzing the findings, they discovered that all three models 

perform almost equally well at predicting both churners and non-churners. The three model have a 

good predicting performance (around 80%) for customers churn, in addition , Researchers in Wagh 
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et al. (2024) focus on addressing churn issues. They employ classification techniques to identify 

subscribers likely to leave and collect reasons behind their churn in the telecom industry. The primary 

objective is to examine different ML algorithms to know reasons for churn by using model prediction. 

The system collects customer data using classification algorithms like Random Forest (RF), machine 

learning techniques such as K-Nearest Neighbors (KNN), and DT classifiers. It provides an effective 

business model that evaluates churn data and accurately predicts churn, enabling proactive actions to 

prevent revenue loss. The system achieves 99% accuracy using the RF classifier for churn prediction, 

with a precision and recall of 99%. This research not only enhances churn prediction but also has 

implications for other business sectors, providing predictive models to improve customer service and 

reduce churn effectively. 

 In study Kisioglu and Topcu (2011)  a system is created to identify the most significant factors 

influencing on of clients who are likely to leave in Turkey's telecom companies. A Bayesian Belief 

Network (BBN) model is built to identify the actions of consumers who are likely to leave. The 

CHAID (Chi-squared Automatic Interaction Detector) algorithm is used to discretize continuous data 

since BBN require discrete variables. The average number of minutes spent on calls, average billing 

amount, and the frequency of calls to people from different providers are the factors that were found 

to be the most significant in explaining customer churn. 

 Researchers in Gürsoy (2010) aimed to identify the factors that contribute to the telecom 

company's customer attrition also to identify customers who want to churn and target them with 

targeted campaigns. Among the classification techniques used are logistic regression (LR) and 

decision trees (DT) analysis to identify the causes of customer attrition. The analysis shows 

subscribers with the following attribute have very high tendency to churn: Subscribers who lack 

discounted packages are more likely to churn, so creating diverse and appealing packages to match 

various calling behaviors is essential. Additionally, the volume of incoming local and long-distance 

calls is a crucial factor in churn analysis. Developing packages tailored to inner-city and long-distance 

call patterns can help address subscriber concerns. Furthermore, a decrease in the proportion of calls 

received from the same operator has been found to heighten the likelihood of churn. 

Based on the analysis and the provided recommendations, fostering stronger relationships with 

existing subscribers, boosting demand for the company's various services, minimizing churn rates, 

and increasing business profit margins can all be achieved. 

 Researchers in Bilişik and Sarp (2023) The objective was to identify the optimal model for 

predicting customer churn in the telecommunications industry using machine learning techniques. 

The study utilized corporate customer data from one of Turkey's top three telecom companies, 

featuring a dataset with 593 columns specifically designed for corporate customer analytics. The 

initial phase of the analysis involved data preparation, including descriptive data analysis. Four 

different algorithms—RF, LR, DT, and gradient boosting—were employed to build churn prediction 

models. Among these, the regression algorithm was identified as the most effective for predicting 

customer churn 

Researchers in Kavitha et al. (2020) is focusing on customer churn detection to retain 

customers and reduce churn rates. This research uses machine learning techniques to predict 

customers likely to cancel subscriptions, offering better services and reducing churn rates. the 

researchers used various algorithms like RF, XGBoost & Logistic Regression to find accurate values 

to predict churn of customers, they implemented the model on a dataset that is trained and tested to 

have the most accurate values to predict, they found out after performing several experiments on the 
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proposed churn model using machine learning algorithms on the dataset that RF is the most accurate 

and efficient compared with Extreme Gradient Boosting (XGBoost) & LR. Finally, they visualized 

the data using the convolutional neural network (CNN) model. These experiments demonstrated the 

effectiveness of RF in predicting customer churn. 

In Ahmad (2019) the research centers on creating a churn prediction model for telecom 

operators to forecast customers at risk of leaving. Employing machine learning methods on a big data 

platform, the model utilizes the Area under Curve (AUC) as its standard measure. The model achieved 

a performance rating with an AUC value of 93.3%. It was validated on a substantial dataset from 

SyriaTel Telecom Company, testing its efficacy across four algorithms: DT, RF, Gradient Boosted 

Machine Tree (GBM), and XGBOOST, the study analyzed the performance of classification 

algorithms using different sizes of training data and unbalanced datasets, The system was trained, 

tested, and evaluated using the dataset, which included all customer data collected over a nine-month 

period. Four algorithms were tested by the model: XGBOOST, RF, GBM, and DT. However, using 

the XGBOOST algorithm produced the best outcomes.  

In Ebrah and Elnasir (2019) the researchers aimed to identify the most accurate churn 

prediction model in the telecom sector and determine the key feauturs influencing customer churn 

using machine learning algorithms like Naive Bayes (NB), Support Vector Machine (SVM), and 

Decision Trees. They conducted their analysis on IBM Watson and cell2cell datasets, evaluating 

model performance based on the Area Under Curve (AUC). The models achieved AUC scores of 

0.82, 0.87, and 0.77 for NB, SVM, and decision trees respectively on IBM Watson, and 0.98, 0.99, 

and 0.98 on cell2cell. SVM yielded the highest accuracy with AUC scores of 0.87 on IBM Watson 

and 0.99 on cell2cell, surpassing previous studies on the same datasets. These findings are crucial for 

businesses aiming to devise effective customer retention strategies. 

In Umayaparvathi and Iyakutti (2016) A Survey on Customer Churn Prediction in Telecom 

Industry: Datasets, Methods and Metrics : Are reviewed in this research The many customer data 

categories that are accessible in publicly accessible datasets, as well as the predictive models and 

performance measures employed in the literature for churn prediction in the telecom sector. There 

are 50,000 records in the dataset overall. The results were as follows: 3672 customers are churners 

and the remaining 46328 are non-churners. Based on the information gathered about its clients, such 

as the client's credit score, bill and payment information, use patterns, and value-added services;3) 

consumer demographics and personal information; and customer care service details. The present 

study started by presenting the problem of churn prediction and underscored the significance of 

employing predictive modeling techniques to tackle the issue of customer attrition in the 

telecommunication sector. They provide a summary of the distinct features of churn prediction 

datasets that are available to the general public. They also examined and classified the different 

consumer characteristics used in churn prediction. 

3. Research Methodology 

The CRISP-DM (Cross-Industry Standard Process for Data Mining) methodology is utilized to 

develop a predictive model for customer churn. CRISP-DM serves as a framework for data mining 

projects, outlining the project phases, tasks, and outputs. It begins with the data understanding phase, 

involving initial data collection to familiarize oneself with the data, identify data quality issues, and 

gain preliminary insights. The next phase, data preparation, involves creating a final dataset through 

tasks like attribute selection, data cleansing, and transformation for modeling purposes. Following 

this is the modeling phase, where the appropriate machine learning model is selected. The evaluation 

phase assesses the model's accuracy in predicting churn rates to ensure it meets business objectives. 
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Finally, in the deployment phase, the model is implemented based on project requirements, ranging 

from generating reports to establishing a repeatable data mining process, ensuring clarity on necessary 

actions for utilizing the developed models (Wirth & Hipp, 2000; Martinez-Plumed et al., 2021).  

CRISP-DM methodology was selected for this research due to its Structured Approach 

making sure you complete every necessary phase of the research life cycle which can assist in staying 

organized and avoiding missing any important steps. 

 
Figure 1. Research Methodology 

3.1 Data Source    

The dataset in this research is from Kaggle for a telecommunication company 

(www.kaggle.com/datasets/mnassrib/telecom-churn-datasets) the consumption data of customers 

who use this company services. The dataset contains customer’s information and historical behavior 

while using the service that the telecommunication company provide. This public dataset contains 21 

attributes mostly about customer usage patterns.  

3.2 Data understanding and visualization 

Table 1.  provides a detailed overview of the features within the dataset, outlining their types and 

meanings. 

Table 1. Dataset Description 

 Features Description Type 

1 State Customer state (churn or not churn) Character 

2 account length How long the account has been active, measured in months. Numeric 

3 area code The digit code at the beginning of the customer's phone number Numeric 

4 phone number The customer's contact number. Numeric 

5 international plan customer has a plan that includes international calling or not. Character 

6 voice mail plan customer has a plan that includes voicemail service or not. Character 

7 number vmail messages The number of voicemail messages the customer has. Numeric 

8 total day minutes The total duration of daytime calls. Numeric 

9 total day calls The total count of daytime calls. Numeric 

10 total day charge The total cost incurred from daytime calls. Numeric 

11 total eve minutes The total duration of evening calls. Numeric 

12 total eve calls The total count of calls made during the evening. Numeric 

13 total eve charge The total cost incurred from evening calls Numeric 

14 total night minutes The total duration of calls made during the night Numeric 

15 total night calls The total count of calls made during the night Numeric 

16 total night charge Total charge for the night calls. Numeric 

17 total intl minutes Total minutes of international calls. Numeric 

18 total intl calls Total number of international calls. Numeric 

19 total intl charge Total charge for the international calls. Numeric 

20 customer service calls Number of times the customer called customer service. Numeric 

21 Churn Whether the customer churned or not (True/False). Character 
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This dataset contains a total of (3333) records. Among these, 483 customers are churners, representing 

(14.5%) of the total. The remaining (2850) customers are non-churners, accounting for (85.5%) of 

the dataset, as shown in figure 2. 

 
Figure 1. Customer churn and non-churn 

3.3 Data preparation  

Data preparation is a crucial preprocessing stage for data analysis, serving as a component of both 

data warehousing and data mining. The quality of the input data has a significant impact on the quality 

of the analysis results. During the data preparation phase, activities involve selecting tables, records, 

and attributes from the original raw data that will be fed into modeling tools. Tasks include cleaning 

the data to address inconsistencies and errors, as well as transforming it to ensure compatibility with 

modeling tools (Wirth & Hipp, 2000).  

3.4 Data Transformation 

Data transformation is a process in data preparation that involves converting data from one format or 

structure into another in order to prepare the data in a way that is compatible with the algorithms and 

analytical techniques to be used, this process is essential. By implementing these changes, the data is 

made more receptive to the analysis tools of choice, allowing for a more insightful and meaningful 

investigation of the patterns, relationships, and insights contained within the dataset (Sattler & Box, 

2001). One crucial aspect of data transformation is encoding. Categorical values cannot be processed 

by machine learning algorithms and nearly all deep learning architectures. This implies that in order 

for the algorithms to solve problems with regression or classification, their input must be numerical. 

As a result, encoding techniques must be used to convert these categorical variables into numerical 

values (Dahouda & Joe, 2021).  

In our research we used encoding to transform categorical variables to numerical variables as 

presented in the table 2 and figure 3. 

Table 2: Encoding of Categorical Variables 

Categorical variables Numerical value 

international plan Yes=0, no=1 

voice mail plan Yes=0, no=1 

Churn True=0, false=1 

State 0=IN, 1=KS, 2=OH, 3=NJ, 4=OK,5=AL,6=MA, 7=MO, 8=LA, 9=WV, 

10=RI, 11=IA, 12=MT, NY=13, 14=ID, 15=VT, 16=VA, 17=TX, 18=FL, 

19=CO, 20=AZ, 21=SC,22=NE,23=WY, 24=HI, 25=IL, 26=NH,27=GA, 

28= AK,29= MD,30= AR,31= WI, 32= OR, 33=MI, 34= DE, 35= UT, 

36=CA ,37=MN ,38=ME,39=SD ,40=NC ,41=WA, 42= NM, 43= NV, 44= 

DC, 45=KY, 46=MS, 47=TN, 48=PA, 49=CT, 50=ND. 
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Figure 3. Data Transformation 

3.5 Data Cleansing 

Data cleansing is the procedure of identifying and rectifying errors, inconsistencies, and inaccuracies 

found within a dataset. The objective is to enhance the overall quality of the data by addressing issues 

that could adversely affect the results of data analysis or machine learning models. One major task in 

data cleansing is dealing with missing values in a dataset, missing values are the absence of data for 

a specific variable or observation. There are a number of reasons why these records could be missing, 

such as mistakes made during data collection, non-responders to surveys, or just the absence of 

pertinent or unavailable information. Since missing values can affect the accuracy and reliability of 

statistical analysis and machine learning models, handling them is an essential part of data 

preprocessing (Abdallah & Webb, 2017) Several methods can be employed to handle missing values 

effectively Common approaches include deletion methods like listwise or pairwise deletion, 

imputation methods such as mean or regression imputation, predictive modeling techniques like K-

Nearest Neighbors, and more advanced methods like multiple imputation and matrix factorization 

(Krause et al., 2020). In our research, we found no missing values, as shown in Figure 4. 

  
Figure 4. Dealing with missing data 

3.6 Feature Selection 

The process of finding and selecting the most important variables from a dataset enhance the accuracy 

and efficiency of a model is known as feature selection with the aim to improve performance such as 
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estimated accuracy, visualization and comprehensibility of learned knowledge. techniques for 

devising best feature selection approaches are gain ratio, information gain, Relief and Correlation 

based feature selection ( Khalid & Nasreen., 2014). 

Table 3: Feature selection techniques 

Feature Selection Techniques Features 

Correlation International plan, Customer service calls, Total day minutes, 

Total day charge, Voice mail plan, Total eve minutes, Total eve charge, Number 

voice mail messages, Total international charge, Total international minutes, Total 

international calls, Total night charge, Total night minutes, State, Total day calls, 

Account length, Phone number, Total eve calls, Area code, Total night calls. 

Gain Ratio Customer service calls, international plan, Phone number, Total day minutes, Total 

day charge, Total international charge, Total international minutes, Voice mail 

plan, Number voice mail messages, Total international calls, Total eve minutes, 

Total eve charge, State, Account length, Area code, Total night calls, Total night 

minutes, Total day calls, Total eve calls, Total night charge. 

Information Gain Phone number, Total day charge, Total day minutes, Customer service calls, 

international plan, State, Voice mail plan, Number voice mail messages, Total 

International calls, Total international charge, Total international minutes, Total 

eve charge, Total eve minutes, Total night minutes, Account length, Area code, 

Total day calls, Total night calls, Total eve calls, Total night charge. 

Relief State, Customer service calls, Total day minutes, Total day charge, Total eve 

minutes, Total eve charge, Area code, Voice mail plan, international plan, Number 

voice mail messages, Total international charge, Total international minutes, Total 

night minutes, Total night charge, Total day calls, Account length, Total eve calls, 

Total night calls, Total international calls, Phone number. 

 

In our research we choose features used the previous feature selection techniques and the frequency 

with which each feature as shown in table 3. appears at the top of the rankings provided by each 

feature selection technique is used to identify the features that are most significant overall. Based on 

this, the result showed that the most important features are international plan, Customer service calls, 

Total day minutes, Total day charge, Voice mail plan, Total eve minutes, total eve charge and number 

vmail messages. And the least important features are Total night calls, Total eve calls, Area code, 

Total night charge, Phone number and Total day calls. 

3.7 Splitting Data  

Data splitting, which involves dividing a dataset into two separate sets for testing and training, is a 

commonly used technique for model validation. In order to evaluate and compare predictive 

performance while avoiding overfitting concerns on the training set, models are trained on the training 

set and validated using the testing set. The most common technique for splitting data is random 

subsampling, which selects rows at random for testing without replacement and keeps the remaining 

rows for training to guarantee a representative validation process (Joseph, 2022). In our study, we 

split the data into a 70/30 ratio because our dataset is relatively small, and this split gave us the best 

results. This allocation means that 70% of the data is used for training our models, while the remaining 

30% is set aside for testing purposes 

3.8 Generating Machine Learning Models  

Machine learning (ML) is the scientific study of statistical models and algorithms used by computer 

systems to carry out certain tasks without being explicitly programmed. These models, which are 

essentially computer programs, are designed to recognize patterns in data or make predictions. 

Machine learning can be supervised or unsupervised. Supervised learning is used when data is limited 
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and clearly labeled for training purposes. These models are created from machine learning algorithms. 

Data scientists employ various machine learning algorithms as the foundation for different models, 

depending on their specific purposes, such as prediction modeling or categorization. When a given 

algorithm is applied to data, the data is altered to better handle a certain task and develops into a 

machine learning model ( Mahesh, 2020; Sullivan, 2022(. 

Supervised Machine Learning (SML) entails looking for algorithms that can infer general hypotheses 

from examples supplied by outside sources and use those predictions to forecast results for upcoming 

occurrences. Supervised learning encompasses two primary types: classification and regression. Both 

involve mapping an input x to an output y. In classification, the goal is to assign inputs to predefined 

classes based on training data. Regression, on the other hand, predicts continuous values and aims to 

establish a best-fit line or curve that represents the relationship within the data. In summary, 

regression deals with quantitative outputs, while classification deals with qualitative outputs 

(Mohamed, 2017; Hu et al., 2021; Konieczny & Idczak, 2016; Soofi & Awan, 2017).  

There are many algorithms for classification tasks in machine learning. Some of the most commonly 

used ones include: 

A. Decision Tree (DT) 

DT algorithm, a popular data mining method for classification systems and prediction algorithms. It 

highlights its ease of use, interpretability, and robustness with missing values. DT can handle both 

discrete and continuous variables and have applications in various fields. Key applications include 

variable selection, assessing the importance of variables, handling missing values, prediction, and 

data manipulation.  The process of building DT involves selecting input variables, splitting nodes, 

determining stopping criteria, and pruning to improve model accuracy. By segmenting data based on 

attributes highly associated with churn, it provides valuable insights into customer behavior and 

supports effective retention strategies (Song & Lu, 2015). 

In these algorithms, the following hyperparameters were used: The maximum number of leaves per 

tree was 20, the minimum number of samples per leaf node was 10, the learning rate was 0.2, and 

100 trees were constructed. 

 B. Random Forest (RF) 

RF it is an ensemble learning technique applied to regression and classification. It creates a large 

number of DT from a random subset of data using the bagging technique. The final DT are created 

by combining the output of each DT in the RF. The RF Algorithm consists of two stages: the creation 

of RF and the prediction using the RF classifier that was established in the first stage (Alzubi et al., 

2018). 

In these algorithms, the following hyperparameters were used: The number of decision trees was 8, 

with a maximum depth of 32 for each tree. Each node was split using 128 random splits, and there 

was a minimum of 1 sample required per leaf node. 

C. Logistic Regression (LR) 

LR models are statistical models that depict the connection between one or more independent 

variables and a categorical dependent variable “which can only have certain discrete values”. They 

are frequently used to examine how predictor variables on categorical outcomes, which are frequently 

binary results like the presence or absence of something. A logistic function is used in LR to evaluate 

the odds of various events (Model, n.d.). 

In these algorithms, the following hyperparameters were used: The L1 regularization weight was set 

to 1, the L2 regularization weight was also set to 1, and the memory size for L-BFGS was 20. 
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D. Support Vector Machines (SVM)  

SVM are efficient algorithms used in data mining and machine learning for tasks such as classification 

and regression. By maximizing data margins, SVM effectively separate different categories of data 

( Bäck et al., 2012). 

In these algorithms, the following hyperparameters were used: The number of iterations was set to 1, 

and the lambda value was 0.001. 

E. Neural Network (NN) 

NN algorithm is a machine learning technique. NN were initially developed with the aim of 

mimicking the functioning of the human nervous system to tackle various machine learning tasks. 

They achieve this by modeling computational units in a way that resembles human neurons. The 

overarching goal behind neural networks is to advance artificial intelligence by constructing machines 

whose architecture replicates the computational processes observed in the human nervous system 

(Kizilkan et al., 2022). 

In these algorithms, the following hyperparameters were used: The number of hidden nodes was 100, 

the learning rate was 0.1, there were 100 learning iterations, the initial learning weights diameter was 

0.1, and the momentum was 0. 

F. Naïve Bayes (NB) 

The NB algorithm is a machine learning technique used for classification tasks, particularly in natural 

language processing and text classification. It relies on Bayes' theorem to calculate the conditional 

probability of different classes given independent features. Despite its simplicity, NB can perform 

well in practical applications when the independence assumption is approximately true or when 

combined with other techniques (Chen et al., 2020). 

4. Model Performance 

In the model evaluation phase of our research, we assess the performance of models. Since our 

research employs supervised learning with a classification approach, we used the confusion matrix 

as the primary method for estimating accuracy. 

A. Confusion matrix 

Confusion matrix serves as the fundamental tool for evaluating accuracy. It serves as a succinct 

summary table detailing both correct and incorrect predictions generated by a classifier or 

classification model, particularly for binary classification tasks. This N x N matrix is instrumental in 

evaluating the performance of a classification model, where N represents the number of target classes. 

Visualizing the confusion matrix enables individuals to gauge the accuracy of the model, as diagonal 

values indicate the number of accurate classifications. Structured as a square matrix, with actual 

values represented in columns and predicted values in rows, or vice versa, the confusion matrix 

provides a comprehensive assessment of a model's predictive prowess, aiding in the iterative 

refinement of machine learning algorithms for real-world applications (Visa et al., 2011; Ting, 2017). 

TP "True Positive": The model correctly predicted a positive value when the actual value was 

positive. 

FP "False Positive": The model predicted a positive value incorrectly when the actual value was 

negative. 

FN "False Negative": The model predicted a negative value incorrectly when the actual value was 

positive. 

TN "True Negative": The model correctly predicted a negative value when the actual value was 

negative. 
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  Table 4: Confusion Matrix for which algorithm 

  
Actual 

YES NO 

Predicted YES TP 

1978 

FP 

64 

NO FN 

13 

TN 

278 

 

B. Accuracy  

Accuracy is a metric used to measure the model's capability to predict the output correctly (class 

label) correctly by calculating the ratio between the numbers of correct predictions divided by the 

total number of predictions. A high accuracy indicates that the model makes correct predictions 

overall. Accuracy (Hossin & Sulaiman, 2015; Lozano et al., 2017). 

                          𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                             (1) 

C. Recall  

Recall is a metric used to measure how many were correctly predicted positive by the model out of 

all the positive instances in the dataset. It’s calculated by dividing the true positive to the sum of true 

positive and false negative. A high recall indicates that the model is most likely will not miss positive 

outcomes and is more sensitive to identifying them (Green, 2018; Dridi et al., 2021).  

                                                             𝑹𝒆𝒄𝒂𝒍𝒍 =  
𝑻𝑷

𝑻𝑷+𝑭𝑵
                                         (2) 

D. Precision  

Precision is a metric used to measure how many true positive predictions made by the model are true 

in the dataset it represents the accuracy of the positive prediction made by the model. It is calculated 

by dividing the true positive by all the positive predictions made by the model. A higher precision 

means that the model makes accurate predictions (Green, 2018; Dridi et al., 2021)   

                                                            𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                      (3) 

E. F1-score 

The F1-score is a metric that combines Precision and Recall into a single measure to assess the 

effectiveness of a prediction model. Since it combines both precision and recall into one value this 

provides a balanced measure of the model accuracy also f1 score shows the robustness of the 

prediction model (Green, 2018; Dridi et al., 2021).   

                               F1 = 2 ×
1

1

Precision
+

1

Recall

                                     (4) 

4.1 Tune Model Hypermeters 

Tuning is considered an essential step in the machine learning workflow to improve model 

performance. This entails determining model specific parameters, such as the number of layers in a 

neural network or the number of trees in a Random Forest, as well as important hyperparameters like 

learning rate, batch size, and number of epochs. Model’s accuracy, efficiency, and capability for 

generalization can all be greatly increased through proper tuning (Joy et al., 2016; Bardenet et al., 

2013). 
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4.2 Evaluation 

Our predictive model was developed for each algorithm, and then we evaluated it using a confusion 

matrix and other metrics. AS shown in table 5.  

Before using tune model hyperparameters : 

Table 5: Model evaluation using 70:30 as splitting  

Algorithm TP FN FP TN Accuracy Precision Recall F- Score 

DT 811 48 59 82 0.893 0.932 0.944 0.938 

RF 817 42 62 79 0.896 0.929 0.951 0.940 

    LR 841 18 125 16 0.857 0.871 0.979 0.922 

SVM 831 28 123 18 0.849 0.871 0.969 0.917 

NN 838 21 81 60 0.898 0.912 0.976 0.943 

NB 836 23 120 21 0.857 0.874 0.973 0.921 

 

In table 5, the performance of the algorithms is ranked according to their performance from best to 

worst.  the NN algorithm was the highest overall performance with an Accuracy of 0.898, Precision 

of 0.912, Recall of 0.976, and F-Score of 0.943. Following closely is the RF algorithm with an 

Accuracy of 0.896, Precision of 0.929, Recall of 0.951, and F-Score of 0.940. DT, achieving an 

Accuracy of 0.893, Precision of 0.932, Recall of 0.944, and F-Score of 0.938. While LR, SVM and 

NB algorithms display decent performance, they fall slightly short in accuracy compared to others 

algorithm. On another hand the performance of algorithms after using tune model hyperparameters 

shown in table 6. 

Table 6: Model evaluation using tune model hyperparameters 

Algorithm TP FN FP TN Accuracy Precision Recall F- Score 

DT 1978 13 64 278 0.967 0.969 0.993 0.981 

RF 1979 15 99 243 0.951 0.952 0.992 0.972 

LR 1953 38 289 53 0.860 0.871 0.981 0.923 

SVM 1949 42 287 55 0.859 0.872 0.979 0.922 

NN 1956 35 224 118 0.889 0.897 0.982 0.938 

NB 1942 49 287 55 0.856 0.871 0.975 0.920 

 

After using hyperparameter tuning as shown in Table 6, the performance improved for all algorithms. 

The best algorithm was the decision tree, and its performance improved after tuning with %96.7 

accuracy, %96.9 precision, %99.3 recall, and %98.1 F-score. Random forest came second with %95.1 

accuracy,  %95.2 precision, %99.2 recall and %97.2 F-score. Also Logistic Regression and SVM showed 

improvement in performance, but for neural network and naïve bayes performance slightly decreased in 

terms of accuracy, precision, recall, and F-Score. 
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Before using tune model hyperparameters 

After using tune model hyperparameters 

   
Decision Tree Random Forest Neural Network 

   
Logistic Regression Support vector machine Naïve Bayes 

 

Figure 5. Model evaluation before and after tuning model hyperparameters for all algorithms. 

 
Figure 6. Algorithms Results 

The performance of DT and RF algorithms was exceptional compared to the others, while 

NN, LR, NB, and SVM algorithms exhibited decent performance, though not surpassing the best 

algorithms in terms of accuracy and other metrics. After comparing DT and RF algorithms, DT was 

chosen as the optimal choice for application to the model due to its achievement of higher proportions 

in all metrics including Accuracy, Precision, Recall, and F-Score, as demonstrated in the presented 
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results. This indicates its capability to achieve accurate predictions of the churn rate. the best 

performance for the DT algorithm as shown in table 7: 

Table 7: Decision Tree Hypermeters 

Number 

of leaves 

Minimum 

leaf 

instances 

Learning 

rate 

Number 

of trees 
Accuracy Precision Recall 

F-

Score 
AUC 

Average 

Log Loss 

Training 

Log Loss 

19 1 0.042 86 0.913 0.940 0.959 0.950 0.894 0.238 42.877 

5. Deployment 

Model Deployment in machine learning is the process of converting the built model into a production 

environment where it can be used by users to make effective and useful predictions. Ultimately, the 

main goal of deploying the model is to make it accessible to users for performing meaningful tasks 

(Kakarla et al., 2021; Ackermann et al., 2018). 

 
Figure 7. Input values for the second predictive experiment 

              Based on the input values, the churn rate was predicted : 

 
Figure 8. Output values for the second predictive experiment   
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After inputting values for a random customer to predict whether they will churn or not, the result was 

1, indicating that the customer will not churn. However, the probability of non-churn for this customer 

is 97%. This suggests a high likelihood of the customer staying with the service. 

6. Conclusion 

The primary objective of this study is to identify the optimal model for predicting customer churn in 

the telecommunications sector using machine learning techniques. Given that acquiring new 

customers is significantly more expensive—5 to 6 times higher—companies prioritize retaining 

existing customers. The rise in customer churn rates, particularly from 20% to 40%, is a concerning 

trend for telecommunications firms. The dataset used in this research is sourced from Kaggle and 

includes corporate customer data. It comprises 21 columns and 3333 records, specifically designed 

for corporate customer analytics. The initial phase of the study involved conducting descriptive data 

analysis as part of the data preparation process and in the second part, the important variables have 

been identified, and the target variable is churn. The primary criteria used in this research were total 

day minutes, international plan, customer service calls, total day charge, voice mail plan, total eve 

minutes, total eve charge, and amount of vmail messages. 

A customer churn model is based on ML methods such as DT, RF, LR, SVM, neural networks, 

and the NB algorithm. A comparison was made between the algorithms after tuning the model 

hyperparameters. The decision tree classification models produced better results compared to other 

algorithms, with 96.7% accuracy, 96.9% precision, 99.3% recall, and a 98.1% F-score. Random forest 

came in second with %95.1 accuracy, %95.2 precision, %99.2 recall, and %97.2 F-score. Also, 

logistic regression and SVM showed improvement in performance, but for neural networks and naïve 

bayes, performance slightly decreased in terms of accuracy, precision, recall, and F-Score. The 

decision tree algorithm was chosen as the most suitable algorithm for customer churn because it 

achieved the highest scores in all metrics: "accuracy, precision, recall, and F-score”.  Two predictive 

experiments were conducted and explained in the deployment. 
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